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1. Introduction

In Nutrition Science, it has been traditionally assumed that
energy and protein requirements are fixed in an adult individual,
maintaining body weight (FAO/WHO [3]) in the sense that day-to-day
fluctuations in requirement are random in character arising from
errors of measurement. The model underlying this assumption can
be described as :

R,=R+e, -(1)

where R, represents the requirement on the t '̂' day, R is the true
unknown value and e, is the measurement error assumed to be
negligible as compared to R.

If the model as described in (1) is valid, it may be concluded
that the influence ofvariation in daily requirement can be eliminated
altogether by averaging requirement over a number of days as
necessary to provide what is called a habitual requirement. However,
according to Sukhatme [5] and Sukhatme and Margen [6], require
ment of an individual is not constant over time as assumed. On
the other hand it varies from day to day and the variations in
requirement are of a probabilistic kind and can often approximately
be represented by a suitable stationary stochastic process such as
(j) Autoregressive, (ii) Moving Average or {Hi) Mixed autoregressive,
moving average (Paranjpe [4], Tilve [8]). In the light of this new
finding one needs to re-examine the question viz., whether the
influence of variation in daily requirement can be eliminated altogether
by averaging requirement over a number of days as necessary to
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provide what is called a habitual requirement. Table I compares the
standard deviation of the daily intake with the standard deviation of
of the weekly means on a subject of the experimental .study reported
by Acheson et al. [I]. The table also includes the standard deviation
obtained from 2, 3 and 4 weekly means. This table is reproduced
from Sukhatme and Margen [7].

TABLE 1

Standard deviations of daily intake and expenditure in Kcal/day
compared with those of daily means based on 1, 2, 3, and 4

weekly periods.

Daily 1-week 2-weeks 3-weeks 4-weeks

Intake 646 370 286 259 243

Expenditure 725 441 303 262 233

It can be observed from Table 1 that the standard deviation

calculated from weekly means is still reduced, even if it is much larger
than would be expected if the successive observations were indepen
dent, This observation leads us to the question of examining the
behaviour of the variance function of the mean taken over n days of
each of the three stationary stochastic processes viz, ARil), MA{1),
and ARMA (I, 1) which are found to be approximate representation
of the requirements, >

2. Behaviour of the Variance Function of the Mean of a

Stationary Stochastic Process

At first we will consider the case of the first order autoregressive
process.

(a) The first-order autoregressive process

The first-order autoregressive AR(l) process is represented by

Z,=4>iZ<-l+a, ...(2)

where {Z,} is the process under consideration and {a,} is the white
noise process which consists of a sequence of uncorrelated random
variables with mean zero and variance o®. , It is assumed without loss
of generality that the mean of the process Zi is zero. Otherwise one
has to replace Z, in (2) by Z, whereZr=Z,—(x is the deviation of the
process from its mean |x.
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The process represented by (2) is stationary

if I01<1 -(3)

Autocorrelation at lag k of stationary /l.R(l) process is

9k='f>v

and variance of the process is

/c\

If Y& denotes the autocovariance at lag k of the stationary
process then

Yfc=Pt •••(6)

n

r=l

denotes the sample mean, then its variance can be.expressed as
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^ 1+0, 201 (I-^?)
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As the process is stationary, the condition I 0i | < 1given in (3)
implies that ^0 as

by

As rt-»oo, X„-
1+01
1-01

•, a finite constant and hence

F(3„)=-^ •X„->0 as «-^co

(6) r/ie first-order moving average process

The first-order moving average MAi\) process is represented

Zt~ai 01 <J/-i •••(9)

whereZ, and a, are the same as before.

The process is stationary for ail values of 61 and invertible if

101 Kl -(10)

Variance of the process is given by

t=l

=F •{(fli-®i ao)+iai—h fli)+...+(fl„-0ifln-i)}

•V [—01 flo + (l —0l)('ai+ fl2+...+a„-l) + fln]
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Y

and hence F(z„)=— • A„->o as
n

In fact the same can be shown to be true in general for a Moving
average MA {q) process of order q, given by

Zt = at a,-l ... "qOt-q

Variance of the mean of the process is
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(c) The first-order autoregressive-flrst order moving average
ARMA (1,1) process

The(1,1) process is

Zt-<t>iZ,-i=a,--^ia,-i

The process is stationary if

• 1^1 Kl

and invertible if

Ifli l<ri

The autocovariance function of the process is

(l-0lgl)(01-gl) 2
Vl=

and Yfc-i, ^>2

Variance of the mean of the process is given by

n—1 n

V(Zn)- n ^ n'
f=i /=/tl

=..(12)

...(13)

...(14)

...(15)

...(16)

•••(17)
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3. Discussion

Thus for all the three stationary stochastic processes, viz.,
MA{\), andi ARMA{\,\), variance of the mean taken over

ndays approaches zero as napproches infinity. In the light of this
result and in the context of the topic under discussion, one impor
tant point to be observed is well brought out by Table 2which shows
the values of — for different values of and n in the case [of a-
stationary ^J?(l) process. ,Tliis table is reproduced from Sukhatme
and Margen [6].

TABLE 2

Varianceof the meanof n values with unit variance when successive
observations follow a stationary AR(1) process

/101 0.0 0.50 0.66 0.80

1 1.00 1.00 1.00 1.00

3 0.33 0.61 0.73 0.83

5 0.20 0.45 0.58 0.72

7 0.14 0.35 0.48 0.58

From Table2, it can be seen that <f>i is of the order of 0:6 to
0.7 variance ofthe estimated requirement even when based on- 7 day
average will be three times as large as when based on the assumption
of ind°ependence between successive observations. One could counter
this argument by saying that it is more important to observe the fact
that the variance ofthe mean will invariably decrease as the number
of days over which the requirement is averaged increases and hence,
one should be able to eliminate altogether the influence ofvariation in
daily requirement by averaging requirement over a longer period such
as 3or 4 weeks, if not over a short period as one week, as necessary
to provide what is called a habitual requirement. This argument
would perhaps be valid if the stationary autoregressive process of
order I (or any of the other two stationary processes) werej an exact
description of the observed phenomenon. process is consi
dered more to illustrate the regulatory character of the energy
(Nitrogen) balance than as an exact description of the phenomenon
represented by the observed energy (nitrogen) balance series. T|;e
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point that/i/?(l) process is not an exact description ofthe pheno
menon can be observed from Table 3 where the variance of an
individual's mean energy intake and balance based on n successive
days are presented for Edholm's series on energy balance (Edholm
et. al., [2]). This table is reproduced from Sukhatme and Margen [7].

TABLE 3

Variance of an individual's Mean Energy Intake and balance based
on n successive days(expressed as proportion of unit variiance for n=l)

Period in days

1

2

3

4

5

6

7

Observed values for

intake

1.00

0.62

0.44

0.45

0.37

0.31

0,31

Balance

1.00

0.53

0.38

0.37

0.27

0.21

0.22

From Table 3 one can conclude that the variance gets stabilized
as we increase the number of observations over which mean is taken.
From this it appears that the stationary stochastic processes of the
three types considered here cannot be exact description of the pheno
menon represented by the observed series but only rough approxi
mations. It appears that an additional interaction term should be
brought in into the model which keeps the variance constant. This
interaction term represents the interaction of the specialized environ
ment with the genetic component. Longterm series produced under
controlled conditions are not available to allow this further refinement

of the model. This calls for the need of conducting well designed
metabolic experiments under controlled conditions.

A consequence of the stabilization of variance is that the
influence of variation in daily requirement cannot be eliminated
altogether by averaging requirement over a number of days as
necessary to provide what is called a habitual requirement. From
this it follovys that one has to define uutritional deficiency as a failure
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of the process to be in statistical control, rather than as a situation
in which the observed intake falls short of the individual's true
requirement!
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